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Abstract. Cloud storage multi-homing (a.k.a. as multicloud) represents
a possible solution to achieve enhanced availability of one’s own data
and build an extremely reliable cloud environment out of relatively un-
reliable single cloud platforms. However, subscribing with multiple cloud
providers comes at a cost. The cost of multiple subscriptions must be
compared against the damage resulting from the possible temporary un-
availability of the data stored on the cloud. A complementary approach
is to protect against the economic damage resulting from data unavail-
ability by subscribing an insurance policy. In this paper we investigate
the complementary use of cloud multi-homing and insurance to obtain
a total risk coverage against data unavailability. We provide a total cost
function, which incorporates the cost of cloud subscriptions and the in-
surance premium, and investigate the possibility of trade-offs to achieve
a total risk coverage at minimum cost.

Keywords: Cloud storage, Multicloud, Multi-homing, Insurance, Costs,
Network Economics,

1 Introduction

Cloud storage is a fast growing service, whereby an individual or a company
stores its data on a storage facility owned and managed by a third party (the
cloud provider). Resorting to cloud storage allows users to eliminate their own
storage infrastructure. Migrating from an owned infrastructure to a leased one
has immediate benefits but also raises several concerns, so that several issues
have to be considered in the migration decision as well as a comprehensive cost
model [9] [4]. A major benefit in switching to the cloud consists in moving from
a cost structure made of capital investments to a more flexible one based on
operational expenses only [24] [12] [10]. However, capital investments are one-
off in nature but they may lead to savings in the long run [14]. In addition,
switching to the cloud may expose the cloud user to the lock-in phenomenon
and price rises [13] [18].
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Among the several issues, an outstanding one is that related to reliability,
for which very few measurement data exist and concerns have been raised [17].
Storage on multiple clouds (a.k.a. as multicloud or cloud multi-homing) has been
suggested to enhance reliability [20][15].

However large the improvement in reliability due to the use of multiple clouds,
we must recognize that this approach cannot zero the probability of not being
able to access its own data and comes anyway at the considerable cost of multi-
plying the storage costs. In [11], it has been shown that an alternative strategy
to protect against the risk of an unavailable platform (in [11] it was a network,
but the reasoning may be applied equally well to a cloud platform) can be sub-
scribing an insurance policy. The two solutions (multicloud and insurance) can
therefore be combined to achieve total risk coverage against cloud unavailability:
using multiple clouds reduces the unavailability time and the insurance policy
covers the residual risk.

In this paper, we investigate this combined approach. We consider simple
models for the availability of a multi-cloud configuration and the insurance pre-
mium to be paid for a given availability level and arrive at an overall cost of the
multi-cloud-plus-insurance solution. The total cost model allows us to formulate
the conditions under which total risk coverage can be achieved by minimizing
the total cost.

The paper is organized as follows. We review reliability analyses of cloud
platforms and provide a simple model for the availability of a multicloud con-
figuration in Section 2. The two cost components due to storage and insurance
are described respectively in Section 3 and 4. The optimization of costs for a
combined approach (multi-homing plus insurance) is investigated in Section 5.

2 Availability of Cloud Storage Service

The visibility a user has of its data on a cloud is very limited. Despite the cost
savings that appear to be a major reason to move to the cloud, the user wishes
the availability of its data to be at least equal to what an in-house solution
would provide. This may not be the case. In this section, we provide a very basic
analysis of the reliability of a cloud solution. After reviewing some definitions of
availability, we first review the current (few) works on the actual availability of
commercial clouds and then report a very simple model to predict the enhanced
availability resulting from a multi-homing approach to clouds. In this paper,
we deal neither with specific techniques to achieve a higher availability nor with
standards concerning data management interfaces or engineering guidelines (see,
e.g., the work carried out within the ENSI NFV Reliability and Availability
WG). We adopt a user-centric view, where the cloud storage service is either
available when the user wants to retrieve its data or it is not, denying the user
the possibility to access its data.

Venkatesan and Iliadis have shown that the reliability of a data center de-
pends very little on the assumptions adopted for the time-to-failure of individual
storage nodes (i.e., the assumption of independent and exponentially-distributed
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failure times) as long as the individual nodes are generally reliable (i.e., their
mean time to failure is much longer than their mean time to repair) [23].

Baker et alii have investigated the behaviour of large-scale storage systems in
the long run, assessing a wider set of failure root causes than that traditionally
examined in reliability analyses [1]. They formulated strategies to improve long-
term reliability, by acting primarily on the reduction of the mean time to repair.

Though addressing the related case of a data center network, Gill et alii
have performed a thorough reliability analysis. They found that the data center
network exhibits high reliability with more than four 9′s of availability for about
80% of the links and for about 60% of the devices in the network [6].

Other data concerning the reliability of storage platforms tell us that the
MTTR (Mean-Time-To-Repair) of individual storage nodes is in the order of
tens of hours [23], while the MTTR of visible faults (those that are detected
shortly after they occur) is 1.4 hrs for a mirrored disk and 4.4 hours for a
mirrored archive [1].

One of the few reliability studies concerning instead the specific case of a
cloud storage platform is that performed on Google′s main storage infrastructure
[5]. In that study, Ford et alii investigated the availability of single components
of the complex cloud environment and the impact of correlated failures, arriving
at an estimate of the unavailability of data stripes (data is divided into a set of
stripes, each of which comprises a set of fixed size data and code blocks called
chunks), with figures in the range 10−7÷10−3 depending on the time of the day.

Since quantitative assessments of the availability of clouds based on extensive
measurement campaigns are typically not reported by cloud providers, an alter-
native approach has been taken in [17] to try a third-party assessment based
on outage as reported by customers themselves. After collecting data from a
number of sources about 5 major cloud providers, it has been shown that the
average duration of outages was over 8 hours for 3 out of 5 providers (the actual
figures ranged from 95 to 607 minutes).

A third party assessment of cloud storage availability has been provided in
[7] for Amazon and Google, whose availability has resulted respectively equal
to 99.565% and 99.783% (higher figures result if successive retries after the first
failures are included). Some limits of that analysis have been reported in [16].

Most cloud storage providers specify the availability of their service, though
they typically fail to provide guarantees or include tight performance levels in
their SLA. In the survey reported in [3], 15 providers out of 17 declared at least
99.9% availability, with 12 providers declared 100% availability.

Whatever the availability expected from a single cloud, it has been suggested
that we can achieve a higher reliability by employing multiple clouds at the same
time. For example, in [15], erasure coding has been employed to create redundant
data shares and spread the original data to different cloud providers. In that case,
a combination of up to 7 storage providers was considered and shown to provide a
lower read latency. Zhai et alii have also highlighted that the availability resulting
from a multi-cloud strategy may not be as high as expected according to the
independence hypothesis, since hidden interdependencies may appear due to
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third-party infrastructure components shared by redundant deployments [26],
and have suggested the use of a recommender system to take into account those
hidden interdependencies.

In this paper, we do not consider a specific strategy to disseminate data
among several clouds to optimize the overall reliability. Instead we consider, for
sake of simplicity, a general strategy relying on the simple replication of the
same volume of data among several totally independent cloud providers. For
each cloud, we assume that the service follows a simple ON-OFF process, where
the data are either available for the user to retrieve or they are (temporarily) not.
Unavailability of data does not mean data loss: the user will be able to retrieve
again its data after the outage has ended. Under such basic assumptions, we can
compute the availability in a multi-homing approach with a very simple model.
For our purposes, we consider the overall availability of data over a cloud. For
a single cloud, we define A1 as the probability that a data retrieval operation is
successful. Let’s consider a customer subscribing a contract with n cloud storage
providers. For simplicity we assume that all cloud providers guarantee the same
availability A1 and that failures take place at providers independently of one
another. The customer can access its data if even a single provider is operating.
The probability 1−An of not being able to retrieve the data with any of the n
clouds (a classical parallel configuration), where An is the resulting availability
of the data over n clouds, is therefore

1−An = (1−A1)n =⇒ An = 1− (1−A1)n. (1)

If the availability of a single cloud is expressed as the number w1 of nines
(e.g., if A1 = 0.999 then w1 = 3), the availability of a group of n clouds exhibits
the number wn of nines. In fact, A1 = 1− 10−w1 and

An = 1− 10−nw1 = 1− 10−wn , (2)

with wn = nw1. Therefore the addition of a cloud increases the number of nines
by the number of nines of a single cloud. If we start with a cloud with two nines,
the solution with 2 clouds will exhibit four nines, and so on.

On the other hand, Equation (1) can be inverted to compute the number of
clouds needed to achieve a desired value of availability

n =
ln(1−An)

ln(1−A1)
, (3)

though Equation (3) should be modified by employing a ceiling function so as
to get integer solutions.

3 Storage Leasing Costs

Enhancing availability through multi-homing has the obvious disadvantage of
subscribing to multiple clouds and paying the pertaining costs. In this section,
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we review the current pricing policies of commercial clouds and provide a model
to arrive at the overall cost of a multi-homing approach. We rely on the current
market situation, though more advanced pricing models have been considered,
especially for cloud computing [2][22]

In [19], a survey of current cloud storage pricing practices has been presented.
The survey considered 8 commercial cloud storage providers, which offer pricing
plans both for consumers and business customers. It has been shown that the
pricing models adopted by them can be classified into just two pricing scheme,
namely Block rate pricing and Bundling pricing, with just Amazon following the
former and the remaining 7 adopting the latter.

In Block rate pricing, the range of consumption is subdivided into subranges,
and the unit price is held constant over each subrange. More formally, in a block
rate tariff the overall price p charged to the customer for a storage volume d is

p =



v1d if 0 < d ≤ q1
v1q1 + v2(d− q1) if q1 < d ≤ q2
· · ·
m−1∑
i=1

viqi + vm(d− qm−1) if qm−1 < d ≤ qm

(4)

where the vi’s are the sequence of marginal prices, and the qi’s bracket the
subranges over which the marginal price is held constant. In Equation (4), we
assume that the cloud provider does not provide more than qm units of storage
(m ≥ 2). In turn, block rate pricing can be seen as a special form of multi-part
tariff, where the fixed fee has been set equal to zero.

The overall charge is then a piecewise linear function of the amount of storage
capacity (see Figure 1). Diminishing prices at the margin stimulate consumption,
which in turn permits the construction of large scale capacity.

The pricing model adopted by all cloud providers but one is instead bundling
pricing, where several pricing schemes are proposed for a fixed fee. Each scheme
allows the customer to store data up to a maximum volume. Since the pricing
schemes can be sorted by the allowed maximum volume, we can derive a price-
volume relationship, which is a step function. A sample price function is shown
in Fig. 2.

In [19], we have also shown that a suitable approximation of such pricing
models, convenient for a mathematical treatment, is the two-part tariff, In the
two-part tariff scheme, where the customer pays an initial fixed fee f for the first
block of data (often justified as a subscription, access, or installation charge),
plus a smaller constant price for each unit [25]. This model is equivalent to
the block-rate scheme is just a single range is considered in Equation (4). It is
as well a linear approximation of the staircase pricing relationship applying in
bundling pricing. The two-part tariff is therefore a suitable approximation of
both dominant pricing plans. The overall price charged to the customer is then

psto = f + v · d, (5)
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where v is the marginal price, and d is the volume of consumption, i.e., the
amount of storage volume.

If we consider a multi-homing approach, the customer is actually subscribing
n cloud storage contracts. If we assume, for simplicity, that all providers adopt
the same two-part tariff pricing scheme, the overall expense for the customer is

psto = n(f + v · d). (6)

4 Insurance against Unavailability

In Section 2, we have seen that the availability of the cloud can be improved
by resorting to multiple clouds, up to the point of creating a reliable storage
environment out of many relatively unreliable clouds. However, in Section 3 we
have also seen that this involves a multiplication of storage costs. Since the
ultimate negative consequence of unreliable storage is the money loss deriving
from the inability to access its own data for the duration of the storage blackout,
a possible remedy is the subscription of an insurance policy. In this section, we
describe such a possibility and provide the formula which relates the insurance
premium to the expected unavailability.

Let’s assume that the customer has subscribed to n different cloud storage
providers, where n can even be just 1. This allows the customer to expect an
overall availability An provided by Equation (1). Though the customer can make
this value arbitrarily high by increasing the number of cloud providers, this
approach cannot be pushed too far. In fact, the number of providers is anyway
limited and the addition of a further provider increases the cost. Though adding
clouds increases quite fast the overall availability of the cloud as embodied by
Equation (2), full availability can never be reached.

A complementary approach is to accept that the availability of the cloud can
never be 1, though increasingly close, and subscribe an insurance policy to cover
the damage resulting from the remaining unavailability periods. The insurance
solution comes of course at a cost, represented by the insurance premium, i.e.,
the price to be paid to subscribe the insurance policy.

In [11], the premium expression has been derived for the case where the fail-
ing system is a network and a simple ON-OFF continuous-time Markov process
is assumed to model the occurrence of failures and the restoring of normal op-
erations. The expected duration of the ON period is the MTBF (Mean Time
Between Failures), while the expected duration of the OFF period is the MTTR
(Mean Time To Restore). The pricing principle adopted follows the expected util-
ity model, with the utility function exhibiting Constant Absolute Risk Aversion
(CARA) property [8] [21]. Since no specific features of a network are exploited,
we can adopt the same model here. If we consider that the insurance policy is
subscribed over the same period of time for which the cloud subscription fee
applies, and we normalize all time measures to that time scale, the premium pins
for a volume of data d is

pins = kd
1−An
An

(1 + αk
MTTR

n
), (7)
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where α is the risk aversion coefficient, k is the money loss per data unit (e.g.,
per each GB) over the whole policy validity period, and the MTTR refers to a
single cloud (expressed as a fraction of the overall policy validity period). The
inclusion of the factor k allows to account for the different value we attach to
the unavailability of data, which may depend on their use: delaying the listening
of an MP3 song bears probably a much lower damage than delaying the access
to an X-ray image needed for a remote diagnosis.

5 Trade-offs in Multi-homing

In Sections 3 and 4 we have described the two components of costs, respectively
the cost of leasing storage space on several clouds and that of subscribing an
insurance policy to cover against the risk of data unavailability. By combining
the two operations, the user can achieve a total risk coverage strategy, where
the insurance policy covers the money loss resulting from the less-than-100%
availability. In fact, the user may decide to subscribe to more clouds achieving a
higher availability: the cost of storage leasing will grow, but at the same time the
insurance premium will go down because of the increased availability. The overall
cost of the risk coverage strategy is the sum of the cost of the two components. A
trade-off can be pursued where to achieve a lower overall cost by a careful choice
of the number of clouds. In this section, we examine the overall multi-homing
cost and investigate the possible trade-offs.

If we recall the cost of leasing storage from n cloud providers, given by
Equation (6), and the cost of subscribing an insurance policy, given by Equation
(7), we obtain the following overall cost in a multi-homing strategy

pn = psto + pins = n(f + v · d) + kd
1−An
An

(1 + αk
MTTR

n
)

= n(f + v · d) + kd
(1−A1)n

1− (1−A1)n
(1 + αk

MTTR

n
).

(8)

If we consider that the availability of even a single cloud is typically very close
to 1 (we can assume at least a two nine availability), we have

pn ' n(f + v · d) + kd(1−A1)n(1 + αk
MTTR

n
). (9)

We see that the two components have a different behaviour when the number
of clouds grows: the cost of storage grows linearly, while the cost of insurance
decreases (roughly exponentially fast). Though limN→∞ pins = 0, the multi-
homing approach cannot be pushed too far, because of the linear growth of
storage costs which makes the overall cost grow linearly in the end. It is to be
seen if we can lower the overall cost for a moderate use of multi-homing with
respect to a single cloud.

Let’s consider first the double-homing case, so that we have to compare p1
and p2. For this case, we can formulate the following theorem
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Theorem 1. The double homing approach is the cheapest if the unit price of
storage satisfies the following inequality

f
d + v < k 1−A1

2A1

2+(3−A1)α·k·MTTR
2−A1

Proof. Let’s define the gain achieved by switching to double-homing as ∆1 =
p1 − p2. We recall the general expression of the total cost from Equation (8) for
the cases n = 1, 2 we have

∆1 = kd

[
1−A1

A1
(1 + αkMTTR)− (1−A1)2

1− (1−A1)2

(
1 + αk

MTTR

2

)]
− f − vd,

(10)
which after some straightforward manipulation becomes

∆1 = kd
1−A1

2A1

2 + (3−A1)αk ·MTTR

2−A1
− f − vd. (11)

The double-homing strategy is economically convenient if ∆1 > 0, i.e., if

kd
1−A1

2A1

2 + (3−A1)αk ·MTTR

2−A1
> f + vd, (12)

from which follows

f

d
+ v < kd

1−A1

2A1

2 + (3−A1)αk ·MTTR

2−A1
ut (13)

Some simple corollaries follow from Theorem 1, concerning the possibility of
the double homing strategy being the cheapest one. We formulate the first one
concerning the value of the data stored on the cloud

Corollary 1. For any amount d of data stored and any couple of prices (f, v),
there exists a value of the data stored on the cloud for which the double homing
strategy is the cheapest

Proof. Since A1 < 1 < 2 < 3, the right hand side of the inequality (13) has
the form ak + bk2, where a, b > 0, and is a growing function of the unit value
k of the data stored, . Whatever the value of d, f, v appearing in the left hand
side of that inequality, the right hand side can become so large as to satisfy the
inequality. In fact, by solving the associated quadratic form, it can be seen that
the inequality (13) is satisfied for any k such that

k >
−a+

√
a2 + 4b(f/d+ v)

2b
.ut (14)

The second corollary concerns the amount of data stored.

Corollary 2. If the marginal price v satisfies the inequality v < kd 1−A1

A1

2+(3−A1)αk·MTTR
2−A1

,
there exists a number d1, such that the double homing strategy is the cheapest
for any amount of data stored d > d1
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Proof. Let ε be the positive quantity defined as ε = kd1−A1

A1

2+(3−A1)αk·MTTR
2−A1

−v.
Then, for d1 = f/ε, we have

f

d1
+ v = ε+ v = kd

1−A1

A1

2 + (3−A1)αk ·MTTR

2−A1
. (15)

Hence, for any d > d1 we have

f

d
+ v <

f

d1
+ v < kd

1−A1

A1

2 + (3−A1)αk ·MTTR

2−A1
, (16)

and the condition of Theorem 1 is met. ut

If we turn to multi-homing, we can define the quantity

∆i = pi − pi+1 i = 1, 2, . . . , (17)

which is the gain achieved when we add a cloud to a storage platform already
consisting of i clouds. For i = 1, we find the quantity already defined in Theorem
(1). Adding a cloud leads to an overall lower cost as long as that gain is positive.
We can therefore identify the optimal number n∗ of clouds as

n∗ = max i : ∆i > 0. (18)

If we recall Equation (8), we can write the general expression of the gain

∆i = −(f+vd)+kd

 (1−A1)i
(
1 + αkMTTR

i

)
1− (1−A1)i

−
(1−A1)i+1

(
1 + αkMTTR

i+1

)
1− (1−A1)i+1

 ,
(19)

which after some algebraic manipulation becomes

∆i = −(f + vd) + kd(1−A1)i
A1 + αk·MTTR

i(i+1) [1 + iA1 − (1−A1)i+1]

[1− (1−A1)i][1− (1−A1)i+1]
. (20)

Since Equation (20) appears a bit cumbersome to obtain the optimal number
of clouds, we can obtain a useful approximation by considering that A1 ' 1, so
that iA1 ' i and

∆i ' −(f + vd) + kd(1−A1)i
[
A1 + αk

MTTR

i

]
, (21)

so that solving the inequality ∆i > 0 is roughly equivalent to solving the simpler
equation

n∗ = bic : kd(1−A1)i
[
A1 + αk

MTTR

i

]
= f + vd. (22)

We can get a feeling of how adding clouds may actually help achieve a total
risk coverage at a reduced cost by computing the total cost through Equation
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Parameter Value

Availability 0.999
MTTR [hrs] 5
Data unav. loss [e/GB] 35
Storage fixed fee [e] 4
Marginal price [e]/GB 0.05
Data volume [TB] 10
α 5

Table 1. Value of parameters for the sample case

1 2 3 4
Number of clouds

1000

1200

1400

1600

1800

2000

To
ta

l c
os

t

Fig. 3. Total cost

(8) for a sample configuration. In Table 1, we report a typical set of parameter
values for a month’s time period. In this configuration we have considered that
a single cloud delivers a three 9’s availability and that not being able to access
data provokes a loss of 35 e for each GB. The storage prices are those reported
in [19] for the two-part tariff fitting of Amazon’s prices.

In Fig. 3, we report the total cost as we increase the number of clouds. We see
that: 1) the minimum cost is achieved for a double homing strategy; 2) adding a
further cloud makes the insurance premium negligible with respect to the storage
cost, so that for n ≥ 3 the total cost grows linearly. The cost saving in switching
from a single cloud to 2 clouds is a remarkable 21%.

6 Conclusions

Storing data on multiple clouds (multicloud or cloud multi-homing) provides a
higher reliability than a single cloud, but does not guarantee that data are always
accessible. Complementing the use of multiple clouds with the subscription of
an insurance policy against the money loss deriving from being unable to access
data allows to achieve total risk coverage against cloud unavailability.
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In this paper we have derived a basic cost model for this combined approach
to identify the optimal configuration leading to the minimum overall cost. We
have provided the conditions for double homing to be economically convenient
with respect to a single cloud solution and derived the equation that leads to the
optimal number of clouds. We have also shown the behaviour of the cost curve
for a typical configuration, where double homing plus insurance provides total
risk coverage at a cost that is 21% less than that of a single cloud.

This study can be considered as a first step that proves the economical via-
bility of a combined approach (multicloud + insurance) to achieve total risk cov-
erage. Some simplistic assumptions should be removed in future works, namely
assuming that data replication is complete (and therefore storage costs grow
linearly), neglecting the occurrence of correlated failures (which leads to a faster
growth of availability), and assuming a simple insurance pricing model (which
leads to a vanishing insurance premium when the availability grows).
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